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We propose to study a new factor in designing new drugs. Most approaches to the drug design
problem focus on the direct interactions between the drug and the corresponding target. We
propose to study specific solvent-induced effects that can contribute to the binding Gibbs energy
between the drug and its target. We estimate that these indirect effects will contribute
significantly to the binding affinity and hopefully improve the clinical efficiency of the drugs.

1. Introduction

Recently, an intense effort has been directed at
developing rational methods for designing new drugs.1-5

The basic idea underlying the modern rational methods
is to improve upon the binding affinity between a drug
and its target. The improvement is expected to be
achieved by first examining the binding domain be-
tween the drug and the target and then suggesting ways
of modifying the strength of the interaction energyshence
the binding affinitysbetween the two binding partners.
Most of the effort has been focused on improving the

direct interaction between the drug and the correspond-
ing site on the target. These interactions are sometimes
classified into two types: van der Waals or dispersion
forces on one hand, and complementary functional
groups on the other hand. These two types are shown
schematically in Figure 1. The first is sometimes
referred to as the lock and key model, since it involves
“geometrical fit” between the drug and the target.
In both cases the focus is on the binding domain

where all the interacting groups reside. By modifying
some of these groups one can achieve an improved
binding energy, hence binding affinity and hopefully
also clinical effects.
In this article we propose a novel approach to the

structure-based drug design which we hope can improve
on the presently existing paradigm. The main idea is
to search for specific solvent-induced effects that can
potentially improve the binding affinity between the
drug and the target. It is true that some solvent effects
have been considered in the past, in the context of
“hydrophobic (HΦO) interactions”, but these, as the
direct interactions, involve groups in the binding do-
main. It should be realized that HΦO interactions is
only one of the many possible solvent-induced effects.6-11

We shall describe these HΦO interactions in the context
of all possible solvent-induced effects in the next section.
The main novelty of the approach described in this

article is to add a new factor that can contribute to the
binding affinity of the drug. This factor does not depend
on the functional groups (FG) in the binding domain,
but depends on the specific interactions between water
molecules and hydrophilic (HΦI) groups on both the
drug and the target. Figure 2 shows one such solvent-
induced effect. Two HΦI groups, one on each of the
binding partners, can be bridged by a water molecule

forming two simultaneous hydrogen bonds. We stress
that these two HΦI groups (a carbonyl and a hydroxyl
in Figure 2) do not belong to the binding domain. This
means that direct interactions between these two groups
are negligible and therefore these FG’s do not contribute
to the direct binding affinity. It is only in an aqueous
solvent that the indirect interactions, by means of water
bridges, are expected to be operative. Recently we have
examined various solvent effects on protein-protein
binding and protein folding.6-11 We found that there
are several HΦI effects that can contribute significantly
to the driving forces for these processes. We believe that
these forces can also be used to enhance the binding of
drugs to their targets.
In the following sections we shall describe how to use

this additional “degree of freedom” to suggest modifica-
tions in the structure of the drug. These modifications
would not affect the direct interaction, but may well add
a significant contribution to enhance the overall binding
affinity. We also hope that the suggested modifications
will improve the clinical effects of the drugs.
In the next section we describe the theoretical frame-

work within which we search for possible specific solvent
effects on the binding Gibbs energy. We shall focus on
one of these solvent-induced effects referred to as HΦI
interaction, which we believe is the most important. In
the following section we present several examples where
such modification in the HΦI interaction can be imple-
mented to achieve an enhanced binding affinity between
the drug and the target.

2. Identifying Specific Solvent-Induced Effects

Consider the general binding of a ligand L (i.e. the
drug) to a specific site on a protein P (the corresponding
target). The reaction is

The corresponding free energy change is

For simplicity we assume the followings:
(1) No conformational changes of either L or P occurs

upon binding.
(2) One mode of binding, i.e. binding on one specific

site.
If the binding occurs in vacuum, i.e. in the absence

of a solvent, then
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P + L f PL (2.1)

∆G ) µPL - µP - µL (2.2)
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where ΛR
3 is the momentum partition function (PF), qR

is the internal PF of the species R, FR is the number
density of R, k is the Boltzmann constant, and T is the
absolute temperature. UPL is the interaction energy
between P and L at the specific site of binding.
In a conventional thermodynamic treatment one

usually defines some standard state (say 1 M solution
for each species) and considers the standard Gibbs
energy of the process.12 Instead we write the chemical
potential (CP) of each species as

The quantity µ*R is referred to as the pseudochemical
potential of the species R.12 Eliminating the term kT
ln FRΛR

3 is equivalent to freezing the translation de-
grees of freedom of R.
The pseudochemical potential may be interpreted as

the Gibbs energy change for placing R at a fixed position
in the liquid.12

In a liquid, when internal degrees of freedom are
separable, we have µ*R ) W(R|l) - kT ln qR, where
W(R|l) is the coupling work of R to the entire liquid l.
When such separate cannot be assumed, one needs to
define µ*R for each conformer, and then take an average
over all possible conformations.10
We now focus on the process (2.1), but instead of freely

moving particles we perform the process of binding P
and L from fixed positions at infinite separation to the
final configuration of PL. Thus we have, instead of (2.3)

We next perform the same process in a solvent and
further assume that
(3) The internal PF of the species are not affected by

the presence of the solvent, i.e. all qR are invariant under
the addition of the solvent to the system.
(4) That apart from the direct interaction energy, the

internal PF’s of P and L are preserved in the binding
process,13 i.e.

The Gibbs energy change for the same process is thus

whereUPL is referred to as the direct interaction energy
between P and L at PL, and δG is the solvent effect on
the Gibbs energy. (Here we exclude any solvent effects
on the internal degrees of freedom of P and L.) The
solvent contribution to the Gibbs energy change is
defined by10

where ∆µ*R is the solvation Gibbs energy of the
species R.
In the drug design problem most workers have

focused on the direct interaction energy UPL. This
quantity is built up of the contribution of all the groups
on L and P that are within the range of intermolecular
forces. In some cases UPL can be written as a sum of
all pair interactions

where i and j run over all the FG’s on the surfaces of P
and L, respectively. Modifications in the drug has been
proposed in such a way as to change one of the
quantities Uij. This, in turn, would change the binding
constant.
The binding constant, as measured experimentally

through

where â ) (kT)-1 and ∆GPL
0l is the standard Gibbs

energy of the binding reaction, given by

Figure 1. The “lock and key” model for binding a ligand L to a protein P. In A the geometrical fit is equivalent to a maximum
van der Waals interaction. In B the maximum interaction is achieved by a complementary pattern of functional groups on the
surfaces of L and P.

Figure 2. Same as in Figure 1, but now we added a new
factor, a water molecule bridging between two functional
groups. This originates from the presence of the solvent. Note
that the two functional groups do not belong to the binding
domain of PL and therefore do not contribute to the binding
energy between P and L.

∆Gg ) UPL + kT ln(qLqPqPL ) (2.6)

qPL ) qPqL (2.7)

∆Gl ) UPL + δG (2.8)

δG ) ∆Gl - ∆Gg ) ∆µ*PL - ∆µ*P - ∆µ*L (2.9)

UPL ) ∑Uij (2.10)

KPL
l ) [ FPL

FPFL]eq ) e-â∆GPL
0l

(2.11)

∆Gg ) UPL + kT ln
FPLqPL

-1ΛPL
3

(FPqP
-1ΛP

3)(FLqL
-1ΛL

3)
(2.3)

µR ) µ*R + kT ln FRΛR
3 (2.4)

µ*R ) µR - kT ln FRΛR
3 (2.5)
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similarly, in the gaseous phase

where

(Classically, ΛR
3 is unchanged in the presence of the

solvent.)
The ratio of the two binding constants is thus

where

Thus the ratio of the two experimental binding con-
stants η is related to δG or to the difference in the
solvation Gibbs energies between the final and the
initial states.
Referring again to eq 2.8, where UPL is the total

binding energy of P and L at the specific binding site.
We note that UPL depends on all the FG’s that belong
to the surfaces of P and L. On the other hand δG
depends on the properties of the solvent and is not an
additive sum of the “interactions” between groups on P
and L as in (2.10). Note also that δG also depends on
groups on P and L that are far apart so that no direct
interaction between them exists, but they are close
enough so that they can affect the quantity δG; one such
an example is described below.
We shall now focus on δG only. The statistical

mechanical expression for δG is8-10

the quantities 〈 〉0 are averages over all possible con-
figurations of the solvent molecules in the absence of
the solute. As these quantities stand there exist no
obvious way of rewriting these quantities as sums of
free energy terms, each pertaining to a pair of groups
on P and L, i.e. we cannot claim a pairwise additive
scheme for δG as for UPL in (2.12).
In the drug design problem one starts with a given P

(the target) and make changes in L (the drug) so as to
modify the binding energy of L to P. For instance group
1 in Figure 3 is in the binding domain; hence a change
in group 1 will affect the binding energy UPL. In
contrast, change in groups such as 2 or 3 in Figure 3
will not affect UPL.
We now pose the following question. Suppose we

replace or modify one FG on L say from R to R′; how

this will affect δG? Clearly 〈e-âBP〉0 remains unchanged
(since no change has occurred to P). Hence for such a
modification we write

We now examine three possible changes in L. We make
the distribution between three classes of FG’s on L that
are exposed to the solvent. These were referred to as
classes E, I, and J (in refs 7-10), and the distinction
between the FG’s belonging to each class is according
to the extent of the change in the solvation of the
FG upon binding. In class E (E for external, e.g. group
2 of Figure 3), the solvation of a FG does not change
upon binding. A FG in class I (I for internal, i.e. in
binding domain, e.g. group 1 of Figure 3) loses com-
pletely its solvation, while in class J (J for joint, e.g.
group 3 of Figure 3) the change in the solvation is only
partial.
Clearly any change in a FG in E, say group 2 in

Figure 3, will cause the same change in the two ratios
in eq 2.18. Therefore modification in FG’s belonging to
E will have no effect on δG.10

Changes in FG’s belong to I, e.g. group 1 in Figure 3,
will affect UPL as noted above. In addition it will also
affect the ratio 〈e-âB′L〉0/〈e

-âBL〉0 in (2.18). Note that
since all the groups in I are not exposed to the solvent,
the first ratio in (2.18) will not be affected by such a
change. Solvent effects involving FG’s in region I were
discussed in literature in the context of the HΦO
interactions. However as we shall soon demonstrate,
there are other solvent-induced effects, involving HΦI
groups that can contribute significantly to δG.
Suppose now we change a FG in the I region from R

to R′. Let L0 by L without the FG (Figure 4), then

∆GPL
0l ) µPL

0l - µP
0l - µL

0l )

µ*P
l
L - µ*P

l - µ*L
l + kT ln

ΛPL
3

ΛP
3ΛL

3
(2.12)

KPL
g ) e-â∆GPL

0g

(2.13)

∆GPL
0g ) µPL

0g - µP
0g - µL

0g )

µ*P
g
L - µ*P

g - µ*L
g + kT ln

ΛPL
3

ΛP
3ΛL

3
(2.14)

η )
KPL
l

KPL
g

) e-â(∆GPL
0l -∆GPL

0g ) ) e-âδG (2.15)

δG ) (µ*P
l
L - µ*P

g
L) - (µ*P

l - µ*P
g) - (µ*L

l - µ*L
g) )

∆µ*PL - ∆µ*P - ∆µ*L (2.16)

δG ) -kT ln
〈e-âBPL〉0

〈e-âBP〉0〈e
-âBL〉0

(2.17)

Figure 3. A schematic complex of a ligand L bound to protein
P. Three representatives of functional groups are indicated.
Group 1 in the binding domain (I), group 2 in the exterior (E)
and group 3 in the joint (J) domain.

Figure 4. Ligand L with a functional group R being replaced
by a group R′. The bare ligand, where the functional group is
replaced by a hydrogen atom is indicated as L0.

δδG ) δG(R′) - δG(R) ) -kT ln
〈e-âB′PL〉0
〈e-âBPL〉0

〈e-âBL〉0
〈e-âB′L〉0

(2.18)
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〈 〉BB is a conditional average, it is similar to 〈 〉0 in the
sense that it is an average over all configurations of the
solvent molecules. The only difference between 〈 〉BB and
〈 〉0 is the use of conditional distribution of solvent
configurations given the backbone.10 ∆G*R/BB means
the conditional solvation Gibbs energy of R given the
backbone BB.
If the change R f R′ has been the only change in L,

then from (2.18) and (2.19) we have

Thus replacing R f R′ will cause a change in δG
equivalent to the difference in the conditional Gibbs
energies of solvation of R and R′. For example if R )
CH3 and R′ ) OH, then we have the following ap-
proximate values10,14

which means an unfavorable contribution to ∆Gl. Re-
placing R ) OH by R′ ) CH3 will be favorable. This is
a well-known effect. The solvent effect will prefer the
HΦI groups to remain exposed to the solvent and the
HΦO groups to be unexposed to the solvent. Any
replacement that makes a HΦI group exposed or a
HΦO group unexposed will therefore be favorable.

Note that although the HΦO effect in this region
contribute favorably, its absolute magnitude is small.
On the other hand, the HΦI effect will in general
contribute unfavorably to δG, but can contribute to the
specificity of the binding, i.e. in the selection of the
binding site on P.10 Note that HΦO effect has been
considered, for instance between group 1 in Figure 3
and a corresponding HΦO group on P. In our classifica-
tion of solvent effects the HΦO group 1 will lose its
solvation and hence provide negative contribution to
∆Gl. On the other hand if at 1 we have a HΦI group
then we expect a relatively large loss of the solvation
Gibbs energy, which will contribute a positive quantity
to ∆Gl. Note that such a HΦI group might form one or
more hydrogen bonds with groups on P, but this gain
in the binding energy due to hydrogen bonds will be
considered here as part of the direct interaction UPL
between L and P, and not a part of the solvent-induced
effect.
There is an important intermediate effect due to FG’s

in class J, i.e. in the region where the FG’s do not
interact directly, but do interact indirectly through the
solvent. Consider the following replacement R f R′ in
L (Figure 5), where A is a fixed (unchanged) group on
P and R is replaced by R′. We assume that there is no
direct interaction between R (or R′) and A, so that in
the absence of solvent, this replacement will not affect
the free energy of binding. (If it does affect, then, by
definition these FG’s should belong to the class I, i.e. to
the binding domain.)
For the replacement R f R′ (in Figure 5) we have eq

2.18 where now both ratios are affected by this replace-
ment; thus we can write10

where we added and subtracted ∆G*A/BB to rewrite this
expression as the difference in the (conditional) correla-
tion free energies between R′, A and R, A. This
difference depends on the type of groups R, R′, and A.

Figure 5. A replacement of a functional group R f R′ in the
joint (J) domain.

〈e-âBL〉0
〈e-âBL

′
〉0

)
〈e-â(BL0+R)〉0
〈e-â(BL0+R′)〉0

)
〈e-âBL0〉0〈e

-âBR〉BB
〈e-âBL0〉0〈e

-âBR′〉BB
)

e-â(∆GR/BB
* -∆GR′/BB

* ) (2.19)

Figure 6. (A) Structure of pseudo C2 symmetric HIV-1 protease inhibitor. (B) Structure of HIV-1 protease-inhibitor complex.
Two pyridine rings are exposed to the solvent at two sides of the active site. Residues at one side of the active site around the
pyridyl group are shown. Half of the inhibitor is shown with C7 replaced by nitrogen and a hydrogen attached to C9 replaced by
a hydroxyl group. The distance between these groups and some hydrophilic groups on the surface of HIV-1 protease are indicated
(dashed line).

δδG ) -kT ln
〈e-âBR〉
〈e-âBR′〉

) ∆G*R/BB - ∆G*R′/BB (2.20)

∆G*CH3/BB
≈ +0.5

∆G*OH/BB ≈ -6.0

δδG ≈ +0.5 - (-6.0) ) +6.5 (2.21)
δδG ) δG′ - δG

) (∆G*R′,A/BB - ∆G*R′/BB - ∆G*A/BB) -
(∆G*R,A/BB - ∆G*R/BB - ∆G*A/BB)

) COR(R′,A) - COR(R,A) (2.22)
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We now consider the following four cases:
If A is a hydrophobic group, then
(i) Replacing a hydrophilic R by a hydrophobic R′ will

be favorable, and the magnitude of the effect is small,
about -0.3 to -0.5 kcal/mol.10
(ii) Replacing a hydrophobic R by a hydrophilic R′ will

be unfavorable.
If A is a hydrophilic group, then
(iii) Replacing a hydrophobic R by a hydrophilic R′

will be very favorable, if the distance and orientation
are the optimal to form a water bridge between R′ and
A. The magnitude of this effect was estimated to be
large, about -2.5 to -3.0 kcal/mol.10
(iv) Replacing a hydrophilic R by a hydrophobic R′ will

in general be unfavorable (presumably because of
interference of the hydrophobic group with the solvation
of the hydrophilic group at A).10

We see that out of the four possibilities considered
above, only two effects lead to favorable contribution to
δG. The most important one is the case iii. Therefore

in the next section we shall try to search for candidates
of ligands L where replacements of R f R′ in the J
region will cause a favorable change, i.e. lowering the
Gibbs energy of the binding, i.e. δδG < 0. We expect
that the largest effect will occur when A is HΦI and
the replacement R f R′ brings a HΦI group at R′ at
the right distance and orientation to form a hydrogen-
bonded bridge. The HΦO effect in the above sense is
negative as expected, but the HΦI effect of this kind is
also negative and possibly much larger than the corre-
sponding HΦO effect. This is in sharp contrast to HΦO
and HΦI effects that arise from the loss of the condi-
tional solvation of such groups in the I region.
We have given above only one example of a solvent-

induced HΦI effect between a pair of HΦI groups. We
note that in principle higher order correlation, three and
four HΦI groups might also contribute significantly to
δG.11 We shall not consider such correlation in this
article.

3. Examples of Actual Systems Where Solvent
Effects Is Expected To Increase the Binding
Affinity of the Drugs

A. Protein-Binding Drugs. Here we select three
examples of protein-binding drugs. After studying the
structural features outside the binding domain, we
suggest some simple modifications on the drugs. These
modifications are designed to enable the formation of
water bridges between a HΦI group on the drug and a

Table 1. Distances (Å) between Atoms of HIV-1 Protease and Atoms on the Inhibitora

C7
b Nc C11 N HC7

d Oe Nf HC9 O N HC11 O N

NH1 (A8) 4.34 4.34 4.30 4.30 4.70 4.86 4.88 4.23 4.34 4.35
NH2 (A8) 4.06 4.06 4.25 4.43 4.46

C7′ N C11′ N HC7′ O N HC9′ O N HC11′ O N

NH1 (B8) 4.40 4.40 4.79 5.02 5.06 4.34 4.53 4.56 4.10 4.27 4.29
NH2 (B8) 4.19 4.19 4.52 4.74 4.74
OD2 (A29) 4.90 4.90
a When the atoms (groups) on the inhibitor are replaced by HΦI groups, water bridges may form between the inhibitor and the protein.

b The atom numbering is the same as in the PDB files. c The previous carbon atom is replaced by a nitrogen atom. This meaning holds
for the same symbol in this table and the following tables. d Hydrogen atom on C7, the coordinates of hydrogen atoms in this table are
presented in the PDB file. Hydrogen coordinates in the following tables are generated by molecular modeling software InsightII. e Replace
the previous hydrogen atom by a hydroxyl group. The listed distance is between the oxygen atom of hydroxyl group and the corresponding
atom on the protein. This meaning holds for the same symbol in this table and the following tables. f Replace the previous hydrogen
atom by an amine group. The listed distance is between the nitrogen atom of amine group and the corresponding atom on the protein.
This meaning holds for the same symbol in this table and the following tables.

Figure 7. (A) Structure of thrombin inhibitor PPACK with chloromethyl ketone replaced by a methylene group. (B) Structure
of thrombin-inhibitor complex. The phenyl ring of the inhibitor is exposed to the solvent. Residues of thrombin around this
phenyl group are shown. Only a part of the inhibitor is shown for clarity. Hydrogens attached to CD1 and CE1 are replaced by
hydroxyl and amine group, respectively. The distance between these groups and some hydrophilic groups on the surface of thrombin
are indicated (dashed lines).

Table 2. Distances (Å) between Atoms of Thrombin and Atoms
on the Inhibitora

CD1 N CE1 N HCD1 O N HCE1 O N

OH (H60A) 4.33 4.33 4.40 4.47 4.49 3.09 2.98b 2.97b
O (H97A) 4.40 4.40 4.36 4.40 4.41

a When the atoms (groups) on the inhibitor are replaced by HΦI
groups, water bridges may form between the inhibitor and the
protein. b A direct hydrogen bond may be formed here.
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HΦI group on the target protein. These modifications
will increase the binding affinity and possibly also the
selectivity of the site on which the drug binds.
A.1. HIV-1 Protease-Inhibitor Complex.15 The

crystal structure of HIV-1 protease complex with pseudo
C2 symmetric inhibitor A78791 has been solved (PDB16

file for this structure is 1hvj). Figure 6A shows the
structure of the inhibitor. Parts of the two terminal
pyridine rings of the inhibitor are exposed to the solvent.
As the enzyme and inhibitor have the C2 symmetry, we
show only one side of the complex structure in Figure
6B (atom numbering is the same as in the corresponding
PDB file). In this figure C7 of the inhibitor is replaced
by a nitrogen atom, and a hydroxyl group is added to
C9. The distance between the groups that can form
water bridges in aqueous solution are indicated. Simi-
lar modification on the other terminal pyridine will have
the same effect. Table 1 summarizes some of the
possible modifications and geometry parameters. These
are among the most straightforward ones; other possible
modifications are left to further investigation.
As is pointed out in the literature,17,18 most HIV-1

protease inhibitors suffer from poor solubility and oral
bioavailability. By introducing such HΦI groups on the
inhibitor, we expect not only an increase in affinity but
also better solubility and oral bioavailability for HIV-1
protease inhibitors.
A.2. Thrombin-Inhibitor Complex. PPACK is an

inhibitor of thrombin.19 The crystal structure of PPACK
with chloromethyl ketone replaced by a methyl group
and thrombin complex has already been solved (PDB
file for this structure is 1ppb).20 The inhibitor binds to
the active site of thrombin with part of its phenyl ring
exposed to the solvent. Figure 7A shows the structure
of the inhibitor. In Table 2 we indicate four positions

for modifications in the inhibitor such that water bridges
can form between the drug and the thrombin. Figure
7B shows one possible modification on the inhibitor. We
added two HΦI groups to CD1 and CE1. The distance
between the hydroxyl O on CD1 and tyrosine hydroxyl
group of residue H60A is 4.47 Å. The distance between
amine N on CE1 and the backbone carbonyl O of residue
H97A is 4.41 Å. Two water bridges may form after the
suggested modification. Also in Figure 7B we see that
there might be a direct hydrogen bond between the N
on CE1 and the hydroxyl of H60A. Other possible
modifications and the corresponding geometry param-
eters are indicated in Table 2.
A.3. Phospholipase A2 (PLA2)-Inhibitor Com-

plex.21 L-1-Octyl-2-(heptylphosphonyl)-sn-glycero-3-
phosphoethanolamine is a transition state analog in-
hibitor of PLA2 (Figure 8A). The PDB file for the crystal
structure of PLA2 complex with this inhibitor is 1poe.
From the crystal structure we can see that the 1-octyl
chain of the inhibitor is mostly exposed to the solvent.
This provides a number of possible modifications. For
instance a change of C13 or a replacement of a hydrogen
on C15 with a HΦI group are among the simplest that
will not affect the structure of the inhibitor. We show
one example of such a modification in Figure 8B.
In the modified inhibitor, C13 is replaced by oxygen,

and a hydrogen on C15 is replaced by a hydroxyl group.
These modifications enable the inhibitor to form three
water bridges with the backbone nitrogen of residue A30
and the backbone oxygen of residue A18 and A22. Table
3 provides a list of geometry parameters for possible
modifications.
B. DNA Binding Drugs. In this section we provide

two examples where replacement of a HΦO group on
the drug by a HΦI group can enable water molecules
to form hydrogen-bonded bridges between the drug
molecule and the DNA. This is expected to increase the
binding affinity of the drug to the DNA.
B.1. Netropsin-DNA Complex. Netropsin is a

well-studied drug that binds to the minor groove of
DNA.22 The crystal structure of d(CGCAAATTTGCG)
complexes with Netropsin has been determined (PDB
file for the structure is 121d).23 In the crystal structure
the drug binds to the minor groove, selectivity to AT
base pairs. The drug lies in the minor groove with two

Figure 8. (A) Structure of a transition-state analog inhibitor of PLA2. (B) Structure of PLA2-inhibitor complex. The terminal
of 1-octyl is exposed to the solvent. Residues of PLA2 around 1-octyl group are shown. C13 of the inhibitor is replaced by oxygen,
a hydrogen attached to C15 is replaced by a hydroxyl group. The distance between these groups and some hydrophilic groups on
the surface of PLA2 are indicated (dashed lines).

Table 3. Distances (Å) between Atoms of PLA2 and Atoms on
the Inhibitora

C13 O N C14 O N HC18 O N

O (A18) 4.79 4.79 4.79 4.62 4.52 4.51
O (A22) 4.51 4.51 4.51 4.23 4.23 4.23
N (A30) 4.24 4.24 4.24

a When the atoms (groups) on the inhibitor are replaced by HΦI
groups, water bridges may form between the inhibitor and the
protein.
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methyl groups C8 and C14 exposed to the solvent. In
Figure 9A the structure of Netropsin is given, with C8
and C14 indicated.
The distance between C8 and O2P of B20 is 4.50 Å,

while the distance between C8 and O2P of A8 on the other
side of DNA minor groove is 4.93 Å. When we replace
this methyl group by a hydroxyl group, the distances
between O of hydroxyl and O2P of A8 and B20 are 4.93
and 4.51 Å, respectively (Figure 9B). In aqueous
solution, this geometry is suitable for the formation of
two water bridges simultaneously with the backbone of
DNA. Replacing the methyl group numbered C14 by a
hydroxyl group gives the distances between the hydroxyl
O and O2P of A7 as 4.84 Å. We expect that one water
bridge can be formed here between the hydroxyl group
and DNA backbone, resulting in a further increase in
binding free energy. Replacing the two methyl groups
into amine NH2 will have similar results. Further
modifications such as addition of a HΦI group at C7 or
C13 (i.e. change the hydrogen atoms on these two carbon
atoms into HΦI groups) can also provide suitable
geometry for the formation of water bridges between
DNA and the modified drug. Table 4 gives a list of
geometry parameters before and after the modifications
on Netropsin.
B.2. Hoechst 32528-DNA Complex. A similar

effect can be obtained for Hoechst 32528, which is
another DNA minor groove binding drug. The crystal
structure for this drug and oligonucleotide d(CGC-
GAATTCGCG) complex has been solved (the PDB file
for the structure is 127d).24 The drug provides some
possible positions for suitable modifications. For ex-
ample we can add a HΦI group on C10 (change hydro-
gen on C10 into OH or NH2). After the addition of a

hydroxyl group at the position, the distances between
the hydroxyl O and O3′ of B20 and O2P of A8 are 4.52
and 4.24 Å, respectively. Therefore, water bridges can
be formed here between this HΦI groups on the drug
and the DNA backbone. Figure 10 shows the structure
of Hoechst 32528 and two of the possible modifications
on the drug molecule. Table 5 gives a list of some
possible modifications and the corresponding geometry
parameters.

4. Discussion
In the previous section we have given a few examples

where a modification in the drug can increase the bind-
ing Gibbs energy of a drug to the corresponding target.
We have focused on two types of changes, both in the

region J, i.e. a region in which the FG’s are sufficiently
far apart so that direct interaction is negligible, but
indirect or solvent-induced effect could be appreciable.
The first type of change is to change a hydrogen atom
by a HΦI group, in such a way that the newly HΦI
group can form a hydrogen-bonded bridge with a HΦI
on the target P. This change will cause a change in δG
that was estimated to be of the order of -3 kcal/mol
(for the most favorable configuration of the two HΦI
groups). If this is the only change made to L, then the
binding constant will change from KPL to K′PL such that
(see eqs 2.15 and 2.22)

Here we assume that the pair H (on L) and HΦI group
(on P) do not contribute to δG, but replacing the
hydrogen atom by a HΦI group creates the possibility

Figure 9. (A) Structure of DNA minor groove binding drug netropsin. (B) Structure of DNA dodecamer d(CGCAAATTTGCG)
complex with netropsin. Only A8, A9, B19, and B20 of DNA, which composed of the minor groove around methyl group C8 of
netropsin, are shown. In this figure C8 is replaced by a hydroxyl group. The distances between the hydroxyl O and O2P of A8 and
B20 are indicated (dashed lines).

Table 4. Distances (Å) between Atoms of DNA and Atoms on Netropsina

C8 O N C14 O N HC7 O N HC13 O N

O2p(A7) 4.84 4.84 4.84
O2p(A8) 4.93 4.93 4.93
O2p(B20) 4.50 4.51 4.50 5.16 5.01 4.99
O3′(A8) 4.98 4.98 4.98
O3′(A9) 4.44 4.26 4.23
O3′(B18) 4.85 4.83 4.88
O3′(B19) 4.03 4.03 4.03
O3′(B20) 4.27 5.01 4.99
a When the atoms (groups) on the inhibitor are replaced by HΦI groups, water bridges may form between the inhibitor and the DNA.

K′PL/KPL )

exp(-âδG′ -âδG) ≈ exp(3.0/0.6) ≈ e5 ) 148 (4.1)
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of forming a hydrogen-bonded bridge. Such a HΦI effect
will cause an increase of almost 2 orders of magnitude
in the binding constant. If two or three water bridges
can form, we expect an increase of 4 and 6 orders of
magnitude in the binding constant.
The second type of replacement is when a HΦO group

such as methyl is replaced by a HΦI group, such as a
hydroxyl. In this case we start with a HΦO-HΦI
correlation and replace it by a HΦI-HΦI correlation.
It has been argued recently7,10,12,25 that such a replace-
ment can contribute more than -3 kcal/mol to δG.
Qualitatively, the reason is that a HΦO group close to
the HΦI group on P can interfere with the solvation of
the latter. By replacing the HΦO group by a HΦI group
we not only provide a favorable condition for the
formation of hydrogen-bonded bridges but also eliminate
the interference in the solvation of the two original
groups. Both of these effects will contribute negatively
to δG. We do not have an estimate for the change in
the binding constant, but we expect that such a change
will increase KPL by a factor larger than that given in
eq 4.1 (per hydrogen-bonded bridge).
It should be noted that in both types of changes

suggested above a HΦI group is introduced in the
drug. This should lead to an increase in the solubility
of the newly designed drug. In contrast previous
suggestions to place a HΦO grop in the I region were
designed to enhance the binding affinity, but at the
same time must have caused a reduction in the solubil-
ity of the new drug. We hope that by increasing both
the binding affinity and the solubility of the drug, as
expected in the modifications suggested in this paper,
we can improve in the overall clinical efficiency of the
drugs.
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